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Abstract

Run-to-run control has been widely used in batch manufacturing processes to reduce variations. However, in batch processes,
many different products are fabricated on the same set of process tool with different recipes. Two intuitive ways of defining a control
scheme for such a mixed production mode are (i) each run of different products is used to estimate a common tool disturbance param-
eter, i.e., a ‘‘tool-based’’ approach, (ii) only a single disturbance parameter that describe the combined effect of both tool and product
is estimated by results of runs of a particular product on a specific tool, i.e., a ‘‘product-based’’ approach. In this study, a model two-
product plant was developed to investigate the ‘‘tool-based’’ and ‘‘product-based’’ approaches. The closed-loop responses are derived
analytically and control performances are evaluated. We found that a ‘‘tool-based’’ approach is unstable when the plant is non-sta-
tionary and the plant-model mismatches are different for different products. A ‘‘product-based’’ control is stable but its performance
will be inferior to single product control when the drift is significant. While the controller for frequent products can be tuned in a
similar manner as in single product control, a more active controller should be used for the infrequent products which experience
a larger drift between runs. The results were substantiated for a larger system with multiple products, multiple plants and random
production schedule.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

As pointed out by Cussler and Moggridge [1], there has
been a gradual shift of focus in the chemical process indus-
try away from commodities into chemical products, which
are high value-added and produced in only small quanti-
ties. Typically, many different products are manufactured
in batch operations using the same set of generic equip-
ments but different recipes. Suborn et al. [2] summarized
control activities for such a production system into four
categories: (i) logic control to follow steps of a prescribed
recipe, (ii) within batch feedback control of process vari-
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doi:10.1016/j.jprocont.2005.09.005

* Corresponding author. Tel.: +886 3 571 3697; fax: +886 3 571 5408.
E-mail address: ssjang@mx.nthu.edu.tw (S.-S. Jang).
ables so that the batch history can follow a prescribed tra-
jectory, (iii) run-to-run (RtR) control in which trends in
product qualities such as shifts, drifts and patterned varia-
tions are eliminated by small recipe adjustments, and (iv)
production management which includes diagnostics of the
current status of the plant, scheduling production accord-
ing to current resources, etc.

RtR control is an integrated form of statistical quality
and engineering feed-back control. In the last decade,
run-to-run (RtR) control has been widely applied in the
semi-conductor manufacturing industry [3–5]. Active
research in this area has been summarized by many authors
in books and review articles. Topics investigated include
the development of more sophisticated generic control
algorithms [6–8] as well as control practices catered for
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Fig. 1. Typical product (a) and run (b) distribution in a foundry.
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specific operations such as chemical mechanical polishing
and photolithography [9,10]. Most of these researches have
been based on the assumption that there is only a single
product in the manufacturing line. This is, however, far
from realistic. Statistics of an unnamed operation during
a certain period in a manufacturing line of a Taiwanese
foundry are shown in Fig. 1. More than 70% of the prod-
ucts were produced for less than 10 runs (Fig. 1a). Only a
few frequently produced products occupy more than 50%
of the production runs. The rest of the operation are fabri-
cating a large variety of products, each of which is pro-
duced only occasionally (Fig. 1b). Such a ‘‘high-mix’’
production mode leads to degradation in capacity as well
as process capability.

Only a few studies have addressed the RtR control of a
mixed product process plant. Patel et al. [11] proposed a
control scheme that compensates tool induced, product
induced and incoming disturbances for chemical mechani-
cal polishing. In this method, a product dependence
parameter known as sheet film equivalent was introduced
for different products to estimate a unified removal rate
for the tool. Edgar et al. [12] reviewed the problems of
mixed product run-to-run control in a high-mix fab. One
of the solutions suggested for the overlay process, in which
one pattern layer is aligned on top of another named just-
in-time adaptive disturbance estimation (JADE), is to
break down the disturbances into contributions of the cur-
rent product, the current tool and the previous reference
recticle and reference tool using production data. Toprac
and Wang [13] found that this approach is superior to a
streamline approach in which control action is determined
by previous runs with the same tool combination.

In both of the above methods, several disturbance fac-
tors that cause variations of qualities are observed using
experimental data. Some are related to the deterioration
of the manufacturing equipment itself and are termed ‘‘tool
Fig. 2. Illustrative example of a too
disturbances’’. Others are related to variations in physical
and chemical properties, design and specifications of the
context being processed, they are termed ‘‘product distur-
bances’’. It should be noted that in run-to-run control, a
static gain model is used for the process input–output rela-
tionship. The disturbance to this model is a lumped factor
of many causes that cannot be accounted for and mea-
sured. Such a simplistic input–output process model is
bound to have uncertainty. Our ability to identify distur-
bance using historical operating data and a simplistic pro-
cess model will be severely limited. The effect of model
error on the stability of single product run-to-run control
has been well documented [4,14–17]. Yet the effect of model
uncertainty on the stability of mixed run control has never
been investigated. In this work, a single- tool and two-
product plant was developed to investigate two different
intuitive control approaches, ‘‘tool-based’’ and ‘‘product-
based’’. The closed-loop responses are derived analytically
and control performances are evaluated. In the next sec-
tion, the model of the plant and disturbances and the
two control strategies will be introduced. In Section 3, we
shall show that a ‘‘tool-based’’ approach is unstable if there
are model error and non-stationary disturbances. In Sec-
tion 4, the performance of ‘‘product-based’’ control, will
be analyzed and benchmarked against a single-product
plant. Guidelines for tuning such a control scheme will
be examined. In the concluding section, a summary of
the findings will be given. Details of mathematical deriva-
tions are given in appendices.

2. System model

2.1. Multi-product plant

Consider a simple case that two products are manufac-
tured on a single tool (Fig. 2). The production schedule
consists of cycles of i runs, in which j runs are used to pro-
duce Product 1 and (i � j) runs are used to produce Pro-
duct 2. j is called the campaign length of Product 1 and
i � j is defined as the break length for Product 1. Assume
that the input–output relationships for the two products
on the given tool are linear with different intercept a1, a2
and slopes b1, b2 and share the same tool disturbance g:

Y itþn ¼
a1 þ b1X itþn þ gitþn; 1 6 n 6 j;

a2 þ b2X itþn þ gitþn; jþ 1 6 n 6 i;

�
ð1Þ

where t is number of cycles, Yit+n (n = 1,2, . . . , j), Yit+n

(n = j + 1, j + 2, . . . , i) are the outputs of Products 1
l manufacturing two products.
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and 2, and Xit+n (n = 1,2, . . . , i) are the control actions at
run it + n. To model the change in tool condition, an
IMA(1,1) disturbance with drift is used:

gk � gk�1 ¼ dþ ek � hek�1; ð2Þ

where d is a deterministic drift and ek 2 N(0,r2) is a Gauss-
ian distributed random noise with zero mean and variance
r2.

2.2. Tool based EWMA control

In a ‘‘tool-based’’ control, a single ‘‘tool-noise’’ ĝitþn

(n = 1,2, . . . , i) is estimated from input–output data and
two linear models for the production of the two products

ĝitþn ¼
Y itþn � ða1 þ b1X itþnÞ; 1 6 n 6 j;

Y itþn � ða2 þ b2X itþnÞ; jþ 1 6 n 6 i.

�
ð3Þ

a1, a2, b1 and b2 are fixed model parameters. This observed
‘‘tool noise’’ can be filtered

~gitþn ¼ kĝitþn þ ð1� kÞ~gitþn�1; ð4Þ

where 0 6 k 6 1 is the discount factor of the exponential
weighted moving average (EWMA) algorithm. Assuming
the targets of the outputs are zero, the deadbeat control ac-
tions are

X itþn ¼

0� a1 � ~gitþn�1

b1
; 1 6 n 6 j;

0� a2 � ~gitþn�1

b2
; jþ 1 6 n 6 i.

8>><
>>: ð5Þ
2.3. Product based control

In ‘‘product-based’’ control, the EWMA filter action is
performed with respect to the last run on which the same
product is processed instead of the previous run in which
a different product may have been processed. Hence,
for Product 1, the filtered plant noise can be expressed as

~gitþn ¼

kðY itþ1 � b1X itþ1 � a1Þ þ ð1� kÞĝiðt�1Þþj;

n ¼ 1;

kðY itþn � b1X itþn � a1Þ þ ð1� kÞĝitþn�1;

n ¼ 2; . . . ; j.

8>>><
>>>:

ð6Þ

The deadbeat control actions for Product 1 can be formu-
lated as

X itþn ¼

0� a1 � ~gði�1Þtþj

b1
; n ¼ 1;

0� a1 � ~gitþn�1

b1
; n ¼ 2; 3; . . . ; j.

8>><
>>: ð7Þ

It should be pointed out that in this control scheme, the
quality of Product 1 becomes independent of what is pro-
duced in other runs it + n, j + 1 6 n 6 i, i.e., whether a sin-
gle product or a variety of products are being produced in
these runs.
3. Stability of tool based control

In controller design, the stability of a control scheme is
of primary importance. An unstable control scheme should
not be implemented. In this section, we shall examine the
influence of model error and the nature of disturbances
on the stability of the ‘‘tool-based’’ scheme. First, the
close-loop response of the scheme at the start of each pro-
duction cycle is obtained.

Lemma 1. The output at the first run of the t + 1 production
cycle is given by

Y itþiþ1 ¼
p

1� q

þ
Xt�1

k¼0

qk qi�j
2

Xj�2

m¼0

qmþ1
1 ðgitþj�m�ki � gitþj�m�1�kiÞ

"

þ n�1
2 n1q

i�j
2 ðgitþjþ1�ki � n�1

1 n2gitþj�kiÞ

þ n�1
2 n1

Xi�j�2

m¼0

qmþ1
2 ðgitþi�m�ki � gitþi�m�1�kiÞ

þ gitþiþ1�ki � n�1
2 n1gitþi�kiÞ

� #
ð8Þ

with nn = bn/bn, n = 1,2 being the modelling errors in process

gain, and

P ¼ ð1� kn2Þi�j½n�1
2 ðn1a2 � n2a1Þ þ n1ða1 � a2Þ�

þ n�1
2 ðn2a1 � n1a2Þ � n1ða1 � a2Þ; ð9Þ

q1 ¼ 1� kn1; q2 ¼ 1� kn2; q ¼ qi�j
2 qj1. ð10Þ

Proof. See Appendix A for algebraic details. h

Given the closed-loop response, its asymptotic behavior
can be obtained and the stability of the controller can be
determined.

Theorem 1. The process is unstable by ‘‘tool-based’’ control

if

(1) q P 1;

(2) 0 6 q < 1 and the disturbance is non-stationary, i.e.,

contains a deterministic drift (d 5 0) or a stochastic

integrating part (h 5 1);

(3) 0 6 q < 1 and there is a difference in error of the pro-
cess gain estimates between products (n1 5 n2).
Proof. If q P 1, the output Yit+i+1 is unstable according
to (8).

If 0 6 q < 1, for an IMA(1,1) noise,

gn ¼ gn�1 þ dþ en � hen�1 ¼ � � �

¼ ndþ en þ ð1� hÞ
Xn�1

j¼1

ej; ð11Þ
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the term qkðgitþjþ1�ki � n�1
1 n2gitþj�kiÞ in Eq. (8) can be com-

puted as

qkðgitþjþ1�ki � n�1
1 n2gitþj�kiÞ ¼ qkn�1

1 ðit þ j� kiÞðn1 � n2Þ½f
þ n1�dþ ð1� hÞðn1 � n2Þ
� e1 þ e2 þ � � � þ eitþj�ki�1Þ
�

þ ð1� hÞn1 � n2�eitþj�ki

�
þ n1eitþj�kiþ1

�
. ð12Þ

As t approaches infinity, if n1 5 n2 and d5 0, then
qkn�1

1 ½ðit þ j� kiÞðn1 � n2Þ�d will diverge to infinity for the
term k = 0. Yit+i+1 also diverges and the process becomes
unstable. Similarly, if n1 5 n2, and h 5 1, the term
(1 � h)(n1 � n2)(e1 + e2 + � � � + eit+j�ki�1) becomes an infi-
nite sum of random numbers. Even though the mean value
hYit+i+1i is finite, the variance of h(Yit+i+1 � hYit+i+1i)2i
will diverge. h

The performance of a controller can be evaluated by the
asymptotic mean square error (AMSE).

AMSEðY tÞ ¼ lim
t!1

bY 2
t c. ð13Þ

AMSE can be determined analytically if the disturbance
is a white noise or there is no discrepancy in error of pro-
cess gains estimates between products.

Corollary 1. If 0 6 q < 1 and the disturbance is a white

noise, then the ‘‘tool-based’’ EWMA control is stable and the

asymptotic mean square error (AMSE) of product n is given

by

AMSEðY itþiþnÞ ¼
pqn�1

1

1� q

� �2

þ r2

"
c3 1þ ðq1 � 1Þ2 1� q2n�4

1

1� q21

�

þ q2n�4
1 � 2q2n�3

1

�
þ q2n�2

1 Stw � 2qi�j
2 q2nþj�3

1 q
1� q2

#
;

n¼ 1; . . . ; j ð14Þ

with

Stw ¼ q2i�2j
2 1þ 2c1

q1ðq
2j�1
1 � 1Þ
1þ q1

 !
þ n�2

2 n21

� 1þ q2i�2j
2 � ð1� c2Þqi�j

2 � 2c2
q2ðq

2i�2j�1
2 þ 1Þ
1þ q2

 !
þ 1;

ð15Þ

c1 ¼
1; j P 2;

0; j < 2;

�
c2 ¼

1; i� j P 2;

0; i� j < 2;

�

c3 ¼
1; n P 2;

0; n < 2.

� ð16Þ

Proof. See Appendix B for the procedure. h
Corollary 2. If 0 6 q < 1 and there is no discrepancy in

error of process gain estimates between products, i.e.,

n1 = n2, then the ‘‘tool-based’’ EWMA control is stable and

the AMSE of Product 1 is given by
AMSEðY itþiþnÞ ¼
p0qn�1

1

1� q0
þ 1� qn�1

1

1� q1
þ qn�1

1 Std

1� q0

� �
d

� �2

þ c3 1þ ðq1 � hÞ2 1� q2n�4
1

1� q21
þ q2n�4

1 h2
�

� 2q2n�3
1 h

�
r2 þ q2n�2

1 Sti � 2qiþ2n�3
1 q0h

1� q02
r2;

n ¼ 1; . . . ; j ð17Þ

with

p0 ¼ ð1� kn1Þi�j ða2 � a1Þ þ n1ða1 � a2Þ½ �

þ ða1 � a2Þ � n1ða1 � a2Þ; ð18Þ

q0 ¼ qi1; ð19Þ

Std ¼
1� q0

1� q1
; ð20Þ

Sts ¼ q2i�2j
1

�
c1q

2j�2
1 h2 þ c1

ðq1 � hÞ2ðq21 � q2j�2
1 Þ

1� q21

þ ðc1q1 � hÞ2 þ q�2
1 ðq1 � c2hÞ

2

�

þ c2
ðq1 � hÞ2ðq21 � q2i�2j�2

1 Þ
1� q21

þ ðc2q1 � hÞ2 þ 1. ð21Þ

Proof. See Appendix C for the procedure. h

Since the plant-model mismatches for different products
are unlikely to be the same in an actual plant, a ‘‘tool-
based’’ control can be applied only when if the process
disturbance contains neither a deterministic drift nor any
integrating stochastic components. Fig. 3 illustrates the
divergence scenarios of a ‘‘tool-based’’ multi-product
EWMA. Fig. 3(a) shows that a deterministic drift with
white noise results in rapidly increasing oscillatory
responses. Fig. 3(b) shows that even with no drift, the
diverging walk nature of a random walk noise cannot be
eliminated. On the other hand, when the model errors of
the two products are the same, the process is stable even
when there are both deterministic drift and non-stationary
stochastic noise, as illustrated in Fig. 3(c). When the two
products have the same model errors, a ‘‘tool-based’’ con-
trol is equivalent to a single product control. A ‘‘tool-
based’’ control remained stable also when the process
disturbance is a stationary white noise (Fig. 3(d)). Yet if
the process disturbance contains stationary white noise,
there is no need for run-to-run control at all!

It is well known that for a single product plant, EWMA
run-to-run control will eliminate constant offsets and
reduce a drift into constant bias. Here, we showed that
the ability of reducing drift to bias will be lost when a
‘‘tool-based’’ EWMA is applied to a multi-product tool
when there is discrepancy in model errors between
products.



Fig. 3. Divergence of a ‘‘tool-based’’ EWMA control.

Y. Zheng et al. / Journal of Process Control 16 (2006) 431–443 435
4. Performance of product based control

In order to evaluate the asymptotic performance of the
product based control, the closed loop error and its square
at the nth position in the tth production cycle is obtained
first.

Lemma 2. The following expressions for the closed loop
response Yit+n and its square at the nth position 1 6 n < j in

the tth production cycle using ‘‘product-based’’ EWMA

control can be obtained:

Y itþn ¼
Xk0�1

k¼0

qk1ðgf ðkÞ � gf ðkÞ�m0 Þ; ð22Þ

Y 2
itþn ¼

Xk0�1

k0¼0

Xk0�1

k¼0

qkþk0

1 ðgf ðkÞ � gf ðkÞ�mÞðgf ðkÞ � gf ðkÞ�m0 Þ ð23Þ

with

k0 ¼ jt þ n; ð24Þ

f ðkÞ ¼ it þ n� k
j

� �
Int

i� k
j

� �
Rem

; ð25Þ

m;m0 ¼
i� jþ 1; f ðkÞ

j

h i
Rem

¼ 1;

1; f ðkÞ
j

h i
Rem

¼ 0; 2; . . . ; j� 1

8><
>: ð26Þ
with [ ]Int and [ ]Rem denoting integer quotient and remain-

der of division.

Proof. See Appendix D for details. h

By substituting the expression (23) for an IMA(1,1)
noise with drift, the asymptotic mean square error is
calculated:

Lemma 3. Given 0 6 q1 < 1 and a process disturbance that

is IMA(1,1) with drift, the AMSE for the response at the nth
position of the production cycle using a ‘‘product-based’’
EWMA control is given by

AMSEðY nÞ ¼ SpdðnÞd2 þ
SpsðnÞ � 2q2j�1

1 h

1� q2j1
r2;

1 6 n 6 j; ð27Þ

SpdðnÞ ¼
qn�1
1 ði� jÞ
1� qj1

þ 1

1� q1

" #2
; ð28Þ

SpsðnÞ ¼ 1þ ðq1 � hÞ2ð1� q2j�2
1 Þ

1� q21
þ q2j�2

1 h2

þ q2n�2
1 ð1� hÞ2ði� jÞ. ð29Þ
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Proof. See Appendix E for details. h

By taking the average of all the positions, the average
AMSE of Product 1 can be obtained.

Theorem 2. If 0 6 q1 < 1, the average AMSE over all

different positions of the campaign cycle of Product 1 is

given by

AMSE1ði; jÞ ¼ hSpdiði; jÞd2 þ
hSpsiði; jÞ � 2q2j�1

1 h

1� q2j1
r2; ð30Þ

hSpdiði; jÞ ¼
1

1� q1

� �2

þ ð1� q2j1 Þ
ð1� qj1Þ

2ð1� q21Þ
ði� jÞ2

j

þ 2

ð1� q1Þ
2

i� j
j

; ð31Þ

hSpsiði; jÞ ¼ 1þ ðq1 � hÞ2ð1� q2j�2
1 Þ

1� q21
þ q2j�2

1 h2

þ ð1� q2j1 Þ
1� q21

i� j
j

ð1� hÞ2. ð32Þ

Proof. See Appendix F for details. h

The argument (i, j) is used to denote that this is the
closed-loop performance obtained for a particular sche-
dule. Since a finite value for the AMSE is obtained, the
control scheme is stable. It is necessary for us to bench-
mark its performance.

Corollary 3. If 0 6 q1 < 1, the AMSE for Product 1 will

always be greater than the single product EWMA:

AMSE1ði; jÞ P AMSE1ð1; 1Þ.

Proof. See Appendix G for details. h

The above corollary shows that the ‘‘product-based’’
run-to-run control performance of a mixed product tool
will be inferior to that of a single product tool. Let us
examine the magnitude of this degradation for different sit-
uations. Consider a frequent product which comprises a
Fig. 4. Performance of a frequent product in a ‘‘produ
substantial portion of the runs, e.g., j/i = 50%, and an
infrequent product which makes up a small fraction of
the runs, e.g., j/i = 10%. The error in model gains are
assumed to be n1 = n2 = 0.8.

Fig. 4 compares the AMSEs obtained for the frequent
product at different values of the tuning parameter k and
campaign lengths when there is a small deterministic drift
d = 0.01 and a large drift d = 0.1. When there is a small
drift, as in the case of single product, only a small k is
needed and the degradation in performance is minimal.
The effect of campaign length on the AMSE is negligible,
i.e., no advantage is gained by lumping similar products
into long campaigns. When there is a significant determin-
istic drift, the optimal k obtained is about 0.57 which is lar-
ger than the value of 0.39 obtained for single product
control. The optimal AMSE obtained is about 1.50, which
is about 16% degradation from the value of 1.29 for a sin-
gle product plant. Again the effect of length of a continu-
ous campaign is negligible.

Fig. 5 presents similar comparison for an infrequent
product. The optimal k obtained is about 0.4 even when
the drift is very small. The optimal AMSE obtained is
about 1.29, which is about 22% degradation from the value
of 1.05 for a single product plant. When there is a large
drift, a very large value of k � 1 should be used. Even with
such an active controller, the AMSE is still very high (3.2
for i = 10), and increases as the time elapsed between runs
of the same product, i.e., the break length, increases.

5. Simulation study

If there are more than two products and one tool, or if
the production schedule is random, the system becomes too
complicated for rigorous analysis. A simulation example is
provided to illustrate fee arguments presented above. Con-
sider the following simulation example in which there are
two tools and five products. The parameters of linear plant
for each of the five products are �a ¼ ½1; 2; 3; 2; 2� and
�b ¼ ½1; 2; 3; 1:5; 2:5�. The parameters of controller models
ct-based’’ control (j/i = 0.5, n1 = 0.8, h = 1, r = 1).



Fig. 5. Performance of an infrequent product in a ‘‘product-based’’ control (j/i = 0.1, n1 = 0.8, h = 1, r = 1).
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are �a ¼ ½1; 2; 3; 1:5; 2:5� and �b ¼ ½0:8; 1:4; 2:4; 1:5; 3:0�.
The model mismatch in process gains are �n ¼ ½0:8; 0:7;
0:8; 1; 1:2�. The disturbances of two tools are both
IMA(1,1) noise with drifts. The drift and moving averaging
parameters are �d ¼ ½0:1; 0:2� and �h ¼ ½0:3; 0:7�, while the
white noises are sequences with zero mean and unit vari-
ance e = N(0,1). Fig. 6 presents the output of tools 1 and
2 based on a ‘‘product-based’’ single EWMA control with
k = 0.4. It shows that ‘‘product-based’’ approach is able to
eliminate the drift, although substantial offsets and large
variations were found. Fig. 7 shows that a ‘‘tool-based’’
Fig. 6. The system output using ‘‘product-
control approach is unable to eliminate the drift and the
system ran away rapidly. The closed loop response soon
diverges rapidly. The method JADE [12,13] is also included
for comparison in Fig. 8. A brief description of JADE is
included in Appendix H. In JADE, individual contribu-
tions to bias parameters by different products and tools
are estimated using a weighted recursive least square esti-
mation. For details of the JADE method, readers are
referred to Firth�s thesis [18]. Fig. 8 shows that JADE also
fail to eliminate the drift However, the divergence is much
less severe than ‘‘tool-based’’ control approach.
based’’ control approach with k = 0.4.



Fig. 7. The system output using a ‘‘tool-based’’ control approach with k = 0.4.

Fig. 8. The system output using the JADE approach with k = 0.4.
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6. Conclusions

In this work, a rigorous analysis of two different run-to-
run control strategies in a model two-product plant is per-
formed. The above plant is idealistic compared to actual
operations. Hence, any control practice that fails for such
a plant is unlikely to be applicable for real-life operation.
On the other hand, a control solution that is viable for this
model plant must be subjected to further scrutiny for on-
line applications. We found that a ‘‘tool-based’’ approach
is unstable when the plant is non-stationary and the
plant-model mismatches are different for different prod-
ucts. Therefore, one must caution against putting too much
confidence into separation of ‘‘product’’ and ‘‘tool’’ contri-
butions to the disturbance. Such separation would work
only if the process shows little drift and the process gain
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is well characterized. A ‘‘product-based’’ control is stable
but its performance will be inferior to single product con-
trol when the drift is significant. A more active controller
should be used for the infrequent products, which experi-
ence a larger drift between runs. Alternatively, it is advan-
tageous to bunch the production of an infrequent product
in a short period with longer campaign lengths. The con-
clusion that the tool-based approach becomes unstable
when there are differences in model uncertainty between
different products and tool drifts was found to be also valid
for a larger system with two tools and five different prod-
ucts by simulation.
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Appendix A

Combining (5) and (1), we get

Y itþj ¼ ð1� kn1Þj�1Y itþ1

þ
Xj�2

m¼0

ð1� kn1Þmðgitþj�m � gitþj�m�1Þ; ðA:1Þ

Y itþjþ1 ¼ n�1
1 n2ð1� kn1ÞY itþj þ n�1

1 ðn1a2 � n2a1

þ n1n2ða1 � a2Þ þ n1gitþjþ1 � n2gitþjÞ; ðA:2Þ

Y itþi ¼ ð1� kn2Þi�j�1Y itþjþ1

þ
Xi�j�2

m¼0

ð1� kn2Þmðgitþi�m � gitþi�m�1Þ; ðA:3Þ

Y itþiþ1 ¼ n�1
2 n1ð1� kn2ÞY itþi þ n�1

2 ðn2a1 � n1a2

þ n1n2ða2 � a1Þ þ n2gitþiþ1 � n1gitþ1Þ. ðA:4Þ

Substituting (A.1)–(A.3) into (A.4), we get

Y itþiþ1 ¼ ð1� kn2Þi�jð1� kn1ÞjY itþ1 þ ð1� kn2Þi�j

�
Xj�2

m¼0

ð1� kn1Þmþ1ðgitþj�m � gitþj�m�1Þ

þ n�1
2 n1ð1� kn2Þi�jðgitþjþ1 � n�1

1 n2gitþjÞ

þ n�1
2 n1

Xi�j�2

m¼0

ð1� kn2Þmþ1ðgitþi�m � gitþi�m�1Þ

þ ðgitþiþ1 � n�1
2 n1gitþiÞ þ ð1� kn2Þi�j

� ½n�1
2 ðn1a2 � n2a1Þ þ n1ða1 � a2Þ�

þ n�1
2 ðn2a1 � n1a2Þ � n1ða1 � a2Þ. ðA:5Þ
Define

p ¼ ð1� kn2Þi�j n�1
2 ðn1a2 � n2a1Þ þ n1ða1 � a2Þ

� 	
þ n�1

2 ðn2a1 � n1a2Þ � n1ða1 � a2Þ; ðA:6Þ
q1 ¼ 1� kn1; q2 ¼ 1� kn2; q ¼ qi�j

2 qj1; ðA:7Þ

we have the following recursive relation:

Y itþiþ1 ¼ p þ qY itþ1 þ qi�j
2

Xj�2

m¼0

qmþ1
1 gitþj�m � gitþj�m�1

� 

þ n�1

2 n1q
i�j
2 ðgitþjþ1 � n�1

1 n2gitþjÞ

þ n�1
2 n1

Xi�j�2

m¼0

qmþ1
2 gitþi�m � gitþi�m�1

� 

þ ðgitþiþ1 � n�1

2 n1gitþiÞ; ðA:8Þ
which can be rewritten as

Y itþiþ1 ¼ qtY 1 þ
Xt�1

k¼0

qkp

þ
Xt�1

k¼0

qk qi�j
2

Xj�2

m¼0

qmþ1
1 ðgitþj�m�ki � gitþj�m�1�kiÞ

"

þ n�1
2 n1q

i�j
2 ðgitþjþ1�ki � n�1

1 n2gitþj�kiÞ

þ n�1
2 n1

Xi�j�2

m¼0

qmþ1
2 ðgitþi�m�ki � gitþi�m�1�kiÞ

þ gitþ1�ki � n�1
2 n1gitþi�kiÞ

� #
. ðA:9Þ

Assuming that 0 6 q < 1 and Y1 = 0, we get

Y itþiþ1 ¼
p

1� q
þ
Xt�1

k¼0

qk qi�j
2

Xj�2

m¼0

qmþ1
1 ðgitþj�m�ki � gitþj�m�1�kiÞ

"

þ n�1
2 n1q

i�j
2 ðgitþjþ1�ki � n�1

1 n2gitþj�kiÞ

þ n�1
2 n1

Xi�j�2

m¼0

qmþ1
2 ðgitþi�m�ki � gitþi�m�1�kiÞ

þ gitþiþ1�ki � n�1
2 n1gitþi�kiÞ

� #
. ðA:10Þ
Appendix B

If disturbance is stationary white noise gn = en, we have

Y itþiþn ¼
pqn�1

1

1� q
þ c3eitþiþn�ki

þ
Xn�3

m¼0

qm1 ðq1 � 1Þeitþiþn�1�m � c3q
n�2
1 eitþiþ1

þ qn�1
1

Xt�1

k¼0

qk
"
qi�j
2

 
�c1q

j�1
1 eitþ1�ki

þ
Xj�2

m¼1

qm1 ðq1 � 1Þeitþj�m�ki

!
þ qi�j

2 ðc1q1 � 1Þeitþj�ki
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þ n�1
2 n1q

i�j�1
2 ðq2 � c2Þeitþjþ1�ki

þ n�1
2 n1

Xi�j�2

m¼1

qm2 ðq2 � 1Þeitþi�m�ki

þ n�1
2 n1ðc2q2 � 1Þeitþi�ki þ eitþiþ1�ki

#
ðB:1Þ

with

c1 ¼
1; j P 2;

0; j < 2;

(
ðB:2Þ

c2 ¼
1; i� j P 2;

0; i� j < 2;

(
ðB:3Þ

c3 ¼
1; n P 2;

0; n < 2.

(
ðB:4Þ
Taking the square of (B.1), we get
Y 2
itþiþn ¼

pqn�1
1

1� q

� �2

þ c3 1þ ðq1 � 1Þ2 1� q2n�4
1

1� q21
þ q2n�4

1 � 2q2n�3
1

� �
r2

þ q2n�2
1

Xt�1

k¼0

qk
"
qi�j
2

 
�c1q

j�1
1 eitþ1�ki

þ
Xj�2

m¼1

qm1 ðq1 � 1Þeitþj�m�ki

!
þ qi�j

2 ðc1q1 � 1Þeitþj�ki

þ n�1
2 n1q

i�j�1
2 ðq2 � c2Þeitþjþ1�ki

þ n�1
2 n1

Xi�j�2

m¼1

qm2 ðq2 � 1Þeitþi�m�ki

þ n�1
2 n1ðc2q2 � 1Þeitþi�ki þ eitþiþ1�ki

#

�
Xt�1

k¼0

qk
0

"
qi�j
2

 
�c1q

j�1
1 eitþ1�k0i

þ
Xj�2

m¼1

qm1 ðq1 � 1Þeitþj�m�k0i

!
þ qi�j

2 ðc1q1 � 1Þeitþj�k0i

þ n�1
2 n1q

i�j�1
2 ðq2 � c2Þeitþjþ1�k0i

þ n�1
2 n1

Xi�j�2

m¼1

qm2 ðq2 � 1Þeitþi�m�k0i

þ n�1
2 n1ðc2q2 � 1Þeitþi�k0i þ eitþiþ1�k0i

#
. ðB:5Þ
Taking the overall average and the limit t! 1

qi�j
2 �c1q

j�1
1 eitþ1�ki þ

Xj�2

m¼1

qm1 ðq1 � 1Þeitþj�m�ki

 !"*

þ qi�j
2 ðc1q1 � 1Þeitþj�ki þ n�1

2 n1q
i�j�1
2 ðq2 � c2Þeitþjþ1�ki

þ n�1
2 n1

Xi�j�2

m¼1

qm2 ðq2 � 1Þeitþi�m�ki

þ n�1
2 n1ðc2q2 � 1Þeitþi�ki þ eitþiþ1�ki

#

� qi�j
2 �c1q

j�1
1 eitþ1�k0i þ

Xj�2

m¼1

qm1 ðq1 � 1Þeitþj�m�k0i

 !"

þ qi�j
2 ðc1q1 � 1Þeitþj�k0i þ n�1

2 n1q
i�j�1
2 ðq2 � c2Þeitþjþ1�k0i

þ n�1
2 n1

Xi�j�2

m¼1

qm2 ðq2 � 1Þeitþi�m�k0i þ n�1
2 n1ðc2q2 � 1Þeitþi�k0i

þ eitþiþ1�k0i

#+
¼

Stwr2; k ¼ k0;
�qi�j

2 qj�1
1 r2; jk � k0j ¼ 1;

0; jk � k0j P 2;

8<
: ðB:6Þ

where

Stw ¼ q2i�2j
2 1þ 2c1

q1ðq
2j�1
1 � 1Þ
1þ q1

 !

þ n�2
2 n21 1þ q2i�2j

2 � ð1� c2Þqi�j
2 � 2c2

q2ðq
2i�2j�1
2 Þ

1þ q2

 !
þ 1.

ðB:7Þ

Therefore, given 0 6 q < 1,

AMSEðY itþiþnÞ ¼
pqn�1

1

1� q

� �2

þ
"
c3 1þ ðq1 � 1Þ2 1� q2n�4

1

1� q21

�

þq2n�4
1 � 2q2n�3

1

�
þ q2n�2

1 Stw � 2qi�j
2 q2nþj�3

1 q
1� q2

#
r2.

ðB:8Þ
Appendix C

According to (8) and (11), Yit+i+1 is

Y itþiþ1 ¼
p þ qi�j

2

1�qj
1

1�q1
þ 1�qi�j

2

1�q2

� �
d

1� q

þ
Xt�1

k¼0

qk
(
qi�j
2

"
�c1q

i�j
1 heitþ1�ki

þ
Xj�2

m¼1

qm1 ðq1 � hÞeitþj�m�ki

#
þ qi�j

2 ðc1q1 � hÞeitþj�ki

þ qi�j�1
2 ðq2 � ch2Þeitþjþ1�ki þ

Xi�j�2

m¼1

qm2 ðq2 � hÞeitþi�m�ki

þ c2q2 � hÞeitþi�ki þ eitþiþ1�ki

)
;
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when n1 = n2, so

qi�j
2 �c1q

j�1
1 heitþ1�ki þ

Xj�2

m¼1

qm1 ðq1 � hÞeitþj�m�ki

" #

þ qi�j
2 ðc1q1 � hÞeitþj�ki þ qi�j�1

2 ðq2 � c2hÞeitþjþ1�ki

þ
Xi�j�2

m�1

qm2 ðq2 � hÞeitþi�m�ki þ ðc2q2 � hÞeitþi�ki þ eitþiþ1�ki

¼ Stddþ qi�j
1 �c1q

j�1
1 heitþ1�kt þ

Xj�2

m¼1

qm1 ðq1 � hÞeitþj�m�kt

" #

þ qi�j
1 ðc1q1 � hÞeitþj�kt þ qi�j�1

1 ðq1 � c2hÞeitþjþ1�kt

þ
Xi�j�2

m¼1

qm1 ðq1�hÞeitþi�m�ktþðc2q1 � hÞeitþi�kt þ eitþiþ1�kt;

where Std ¼
1�qi

1

1�q1
.

If 0 6 q < 1 and 1 6 n 6 j, we can get

Y itþiþn ¼ qn�1
1 Y itþiþ1 þ

Xn�2

m¼0

qm1 ðgitþiþn�m � gitþiþn�m�1Þ

¼ p0qn�1
1

1� q0
þ 1� qn�1

1

1� q1
þ qn�1

1 Std

1� q0

� �
dþ c3eitþiþn�ki

þ
Xn�3

m¼0

qm1 ðq1 � hÞeitþiþn�1�m � c3q
n�2
1 heitþiþ1

þ qn�1
1

Xt�1

k¼0

q0k
(
qi�j
1

"
�c1q

j�1
1 heitþ1�ki

þ
Xj�2

m�1

qm1 ðq1 � hÞeitþj�m�ki

#
þ qi�j

1 ðc1q1 � hÞeitþj�ki

þ qi�j�1
1 ðq1 � c2hÞeitþjþ1�ki þ

Xi�j�2

m¼1

qm1 ðq1 � hÞeitþi�m�ki

þðc2q1 � hÞeitþi�ki þ eitþiþ1�ki

)
;

where p0 ¼ ð1� kn1Þi�j½ða2 � a1Þ þ n1ða1 � a2Þ� þ ða1 � a2Þ
�n1ða1 � a2Þ, q0 ¼ qi1,

Y 2
itþiþn ¼

p0qn�1
1

1� q0
þ 1� qn�1

1

1� q1
þ qn�1

1 Std

1� q0

� �
d

� �2

þ c3 1þ ðq1 � hÞ2 1� q2n�4
1

1� q21
þ q2n�4

1 h2 � 2q2n�3
1 h

� �
r2

þ q2n�2
1

Xt�1

k0¼0

Xt�1

k¼0

q0kþk0

(
qi�j
1

"
�c1q

j�1
1 heitþ1�ki

þ
Xj�2

m¼1

ðq1 � hÞeitþj�m�ki

#
þ qi�j

1 ðc1q1 � hÞeitþj�ki

þ qi�j�1
1 ðq1 � c2hÞeitþjþ1�ki þ

Xi�j�2

m¼1

qm1 ðq1 � hÞeitþi�m�ki

þ c2q1 � hÞeitþi�ki þ eitþiþ1�ki

) 
� qi�j
1 �c1q

j�1
1 heitþ1�k0i þ

Xj�2

m¼1

qm1 ðq1 � hÞeitþj�m�k0i

" #(

þ qi�j
1 ðc1q1 � hÞeitþj�k0i þ qi�j�1

1 ðq1 � c2hÞeitþjþ1�k0i

þ
Xi�j�2

m¼1

qm1 ðq1 � hÞeitþi�m�k0i þ ðc2q1 � hÞeitþi�k0i

þ eitþiþ1�k0i

)
.

Since

qi�j
1 �c1q

j�1
1 heitþ1�ki þ

Xj�2

m¼1

qm1 ðq1 � hÞeitþj�m�ki

" #(

þ qi�j
1 ðc1q1 � hÞeitþj�ki þ qi�j�1

1 ðq1 � c2hÞeitþjþ1�ki

þ
Xi�j�2

m¼1

qm1 ðq1 � hÞeitþi�m�ki þ ðc1q1 � hÞeitþi�ki þ eitþiþ1�ki

)

� qi�j
1 �c1q

j�1
1 heitþ1�k0i þ

Xj�2

m¼1

qm1 ðq1 � hÞeitþj�m�k0i

" #(

þ qi�j
1 ðc1q1 � hÞeitþj�k0i þ qi�j�1

1 ðq1 � c2hÞeitþjþ1�k0i

þ
Xi�j�2

m¼1

qm1 ðq1 � hÞeitþi�m�k0i þ ðc2q1 � hÞeitþi�k0i þ eitþiþ1�k0i

)

¼
Stir2; k ¼ k0;

�qi�1
1 hr2; jk � k0j ¼ 1;

0; jk � k0j P 2;

8><
>:

where

Sti ¼ q2i�2j
1 c1q

2j�2
1 h2 þ c1

ðq1 � hÞ2ðq21 � q2j�2Þ
1

1� q21
þ ðc1q1 � hÞ2

 

þ q�2
1 ðq1 � c2hÞ

2

!
þ c2

ðq1 � hÞ2ðq21 � q2i�2j�2
1 Þ

1� q21

þ ðc2q1 � hÞ2 þ 1.

Therefore,

AMSEðY itþiþnÞ ¼
p0qn�1

1

1� q0
þ 1� qn�1

1

1� q1
þ qn�1

1 Std

1� q0

� �
d

� �2

þ c3 1þ ðq1 � hÞ2 1� q2n�4
1

1� q21
þ q2n�4

1 h2
�

� 2q2n�3
1 h

�
r2 þ q2n�2

1

Xt�1

k¼0

q02kStir
2

� 2q2n�2
1

Xt�2

k¼0

q02k þ 1ðqi�j
2 qj�1

1 hr2Þ

¼ p0qn�1
1

1� q0
þ 1� qn�1

1

1� q1
þ qn�1

1 Std

1� q0

� �
d

� �2

þ c3 1þ ðq1 � hÞ2 1� q2n�4
1

1� q21
þ q2n�4

1 h2
�

� 2q2n�3
1 h

�
r2 þ q2n�2

1 Sti � 2qiþ2n�3
1 q0h

1� q02
r2.
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Appendix D

Combining (1) and (6), we get

Y itþ1 ¼ a1 � n1a1 � n1ĝiðt�1Þþj þ gitþ1;

Y itþ2 ¼ a1 � n1a1 � n1ĝitþ1 þ gitþ2;

..

.

Y itþj ¼ a1 � n1a1 � n1ĝitþj�1 þ gitþj.

8>>><
>>>:
Combining (7) and (14), we get

Y itþ1 ¼ ð1� kn1ÞY iðt�1Þþj þ gitþ1 � giðt�1Þþj;

Y itþn ¼ ð1� kn1ÞY itþn�1 þ gitþn � gitþn�1;

�
n ¼ 2; . . . ; j:

So

Y itþn ¼ ð1� kn1ÞitþnY 0 þ
Xitþn�1

k¼0

ð1� kn1Þkðgitþn�½k=j��i�k%j

� gitþn�½k=j��i�k%j�mÞ ¼
Xitþn�1

k¼0

qk1ðgf ðkÞ � gf ðkÞ�m0 Þ.
Appendix E

According to Appendix D, assume 1 6 n 6 j, we get

Y itþiþn¼qj1Y itþnþ
Xt

k¼0

qjk1 ðdþeitþiþn�ki�heitþiþn�1�kiÞ½

þq1ðdþeitþiþn�1�ki�heitþiþn�2�kiÞþ���
þqn�2

1 ðdþeitþiþ2�ki�heitþiþ1�kiÞ
þqn�1

1 ðði�jþ1Þdþeitþiþ1�kiþð1�hÞeitþi�kiþ���
þ 1�hÞeitþjþ1�ki�heitþj�kiÞqn1ðdþeitþj�ki�heitþj�1�kiÞ
�

þ���þqj�1
1 ðdþeitþnþ1�ki�heitþn�kiÞ

	
¼
Xt

k¼0

qjk1 qn�1
1 ði� jÞþ1�qj�1

1

1�q1

 !
dþeitþiþn�ki

"

þ
Xn�2

m¼0

qm1 ðq1�hÞeitþiþn�1�m�ki

þqn�1
1

Xi

n¼jþ1

ð1�hÞeitþn�kiþ
Xj�n�1

m¼0

q1n

þm�1ðq1�hÞeitþj�m�ki�qj�1
1 heitþ1�ki

#

� eitþiþn�kiþ
Xn�2

m¼0

qm1 ðq1�hÞeitþiþn�1�m�ki

"

þ qn�1
1

Xt

n¼jþ1

ð1�hÞeitþn�ki

þ
Xj�n�1

m¼0

ðq1�hÞeitþj�m�ki�qj�1
1 heitþ1�ki

#

� eitþiþn�kiþ
Xn�2

m¼0

qm1 ðq1�hÞeitþiþn�1�m�ki

"

þ qn�1
1

Xi

n¼jþ1

ð1�hÞeitþn�ki
þ
Xj�n�1

m¼0

ðq1�hÞeitþj�m�ki�qj�1
1 heitþ1�ki

#

¼

1þðq1�hÞ2ð1�q2j�2
1

Þ
1�q2

1

þq2j�2
1 h2þq2n�2

1 ð1�hÞ2ði�jÞ
� �

r2;

k0 ¼ k;

�qj�1hr2; jk�k0j¼1;

0; jk�k0jP2.

8>>>>>>>><
>>>>>>>>:

If 0 6 q1 < 1, assume SpdðnÞ ¼ qn�1
1 ði� jÞ þ 1�qj�1

1

1�q1

� �2
and

SpiðnÞ ¼ 1þ ðq1�hÞ2ð1�q2j�2
1

Þ
1�q2

1

þ q2j�2
1 h2 þ q2n�2

1 ð1� hÞ2ði� jÞ,

AMSEðY itþiþnÞ ¼ SpdðnÞd2 þ
Xt

k¼0

q2kjSpiðnÞr2

� 2
Xt�2

k¼0

qð2kþ1Þjðhr2Þ

¼ SpdðnÞd2 þ
SpiðnÞ
1� q2j

r2 � 2
qj

1� q2j
qj�1hr2

¼ SpdðnÞd2 þ
SpiðnÞ � 2q2j�1h

1� q2j
r2.
Appendix F

AMSE1 ¼
1 Xj

AMSEðY itþiþnÞ ¼ hAMSEðY itþiþnÞi
j
n¼1

¼ hSpdaðnÞid2 þ
hSpsðnÞi � 2q2j�1

1 h

1� q2j1
r2.
Appendix G

When i = j = 1, the plant becomes a single product
plant. The AMSE is given by

AMSE1ð1; 1Þ ¼ hSpdið1; 1Þd2 þ
hSpsið1; 1Þ � 2h

1� q1
r2;
with

hSpdið1; 1Þ ¼
1

1� q1

� �2

;

hSpsið1; 1Þ � 2h ¼ 1þ h2 � 2h.

Note that the above equation is equivalent to the expres-
sion given for single product control [4]:
AMSE ¼ 1þ h2 � 2hð1� kn1Þ
kn1ð2� kn1Þ

r2 þ d
kn1

� �2

.
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It is obvious that

hSpdiði; jÞ ¼
1

1� q1

� �2

þ ð1� q2j1 Þ
ð1� qj1Þ

2ð1� q21Þ
ði� jÞ2

j

þ 2

ð1� q1Þ
2

i� j
j

P hSpdið1; 1Þ;

hSpsiði; jÞ ¼ 1þ ðq1 � hÞ2ð1� q2j�2
1 Þ

1� q21
þ q2j�2

1 h2

þ ð1� q2j1 Þ
1� q21

i� j
j

ð1� hÞ2.

Since

ðq1 � hÞ2ð1� q2j�2
1 Þ þ ð1þ q2j�2

1 h2 � 2q2j�1
1 hÞð1� q21Þ

¼ h2 � 2q1h� q2j1 þ 1� q2j1 h
2 þ 2q2jþ1

1 h

¼ ð1þ h2 � 2q1hÞð1� q2j1 Þ;
ðq1 � hÞ2ð1� q2j�2

1 Þ
ð1� q2j1 Þð1� q21Þ

þ 1þ q2j�2
1 h2 � 2q2j�1

1 h

1� q2j1
¼ 1þ h2 � 2q1h

1� q21
;

hSpsiði; jÞ � 2q2j�1
1 h

1� q2j1
r2

¼ 1

1� q2j1
1þ

ðq1 � hÞ2ð1� q2j�2
q Þ

1� q21
þ q2j�2

1 h2
"

þð1� q2j�2
1 Þ

1� q21

ði� jÞ
j

ð1� hÞ2 � 2q2j�1
1 h

#
r2

P
1

1� q2j1

ðq1 � hÞ2ð1� q2j�2
1 Þ

1� q21
þ 1þ q2j�2

1 h2 � 2q2j�1
1 h

" #
r2

¼ 1þ h2 � 2q1h
1� q21

r2 ¼ hSpsið1;1Þ
1� q21

r2;

AMSE1ði; jÞPAMSE1ð1;1Þ.
Appendix H

As described in [18], the JADE control model is

yk ¼ buk þ ĉtot;k.

The offset term ĉtot;k is assumed to be a linear combination
of contributions of different tools and different products.
Let the total number of production contexts, e.g., different
tools and different products, is q. In our simulation exam-
ple, there are two tools and five products, q = 7. A produc-
tion schedule for rth future runs, [A0]r·q, can be defined. In
[A0]r·q the tool used and product produced are specified by
1 in the relevant entry of each row, and 0s in the rest. If the
contribution to the total bias is defined by [c]q·1, the total
bias estimated by

½~ctot�r�1 ¼ ½A0�r�q½c�q�1.

The corresponding control actions are given by

½u�r�1 ¼
½T �r�1 � ½~ctot�r�1

b
.

Similarly using a window of past data, the individual con-
tributions of different tools and product [c]q·1 can be esti-
mated as the weighted least square solution of:
A0

I

� �
ðrþqÞ�q

½ckþ1�q�1 ¼
½y � bu�r�1

ck

� �
ðrþqÞ�1

.
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